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Outline

• Measures of image similarity

• Resolution (last minute addition)

• Image alignment (registration)

• 3-D reconstruction from projections



Alignment algorithms in cryo-EM

We need:
- a measure of similarity (discrepancy) between two images
- an accurate and efficient algorithm to find the orientation that would minimize

the discrepancy between two images
- a method to align n images



Similarity measures

• Euclidean distance
• Correlation coefficient

• Phase discrepancy



Euclidean distanceEuclidean distance
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Euclidean distance depends on the scaling of Euclidean distance depends on the scaling of 
images (both additive and images (both additive and mulitplicativemulitplicative).).
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Correlation coefficientCorrelation coefficient
in image assessmentin image assessment
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Correlation coefficientCorrelation coefficient
in image assessmentin image assessment
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Correlation coefficientCorrelation coefficient
in image assessmentin image assessment
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Correlation coefficientCorrelation coefficient
in image assessmentin image assessment
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The value of correlation coefficient does not depend on The value of correlation coefficient does not depend on 
linear scaling of images:linear scaling of images:
-- the average is subtractedthe average is subtracted
-- discrepancy is divided by the standard deviationdiscrepancy is divided by the standard deviation

Correlation coefficient is tuned towards Correlation coefficient is tuned towards ““shapeshape”” of objects.of objects.



Problems

normalization



Correlation coefficient (with local normalization) makes 
sense for particle searches in unevenly illuminated 

micrograph fields….



but it is a bad idea in projection matching or in 3-D docking!

template

Euclidean distance



but it is a bad idea in projection matching or in 3-D docking!

template

correlation coefficient



Fourier Shell Correlation (FSC)
(phase discrepancy)

f R

f

FSC
1.0

0.5

0.0

resolution

2
1

22

*

)(

⎭
⎬
⎫

⎩
⎨
⎧

⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛
=

∑∑

∑

∈∈

∈

Rn
n

Rn
n

Rn
nn

GF

GF
RFSC

F G

Fourier transform of image F Fourier transform of image G



Relations between FSC and SSNR
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For large number of images  Variance(SSNR) ≅Variance(FSC)

When FSC is calculated for a data set split into halves:
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FSC is a biased estimate of SSNR.
For large number of images, the bias is negligible.



Resolution criteria
should be based on the SNR considerations

FSC
3D SNR
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Reasonable criterion: include only Fourier information 
that is above the noise level, i.e., SSNR>1.
SSNR=1  =>   FSC=1/3=0.333

Another criterion: (3σ) include Fourier information that 
is significantly higher than zero, i.e., SSNR>0.
SSNR=0  =>   FSC=0



Cross-resolution
relation between FRC and SSNR
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Resolution curve and optimum filtration

FSC
3D SNR
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Wiener filter:
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The FSC curve should be used for 
optimum filtration.

Thus, the ‘resolution’ is given by the 
overall shape of the FSC, not by a 
single number.



• FSC yields a 1D curve, but the values can be
added to yield one number, distance dfsc

• dfsc can be thought of as an Euclidean distance between
high-passed images.
Regretfully, filtering is adaptive, i.e., it varies from image to 
image, so results are difficult to compare.

• dfsc will ignore weighting of amplitudes due to CTF.

• dfsc is very sensitive to shapes of objects, so it will enhance 
edges in averages of aligned images creating appearance of 
‘high resolution’.

• dfsc may work well for low-contrast images, such as 
tomograms.

Fourier Shell Correlation (FSC)
properties when used as a similarity measure
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Similarity measures

• Correlation coefficient and Phase discrepancy are 
popular as they are independent on scaling of the data 
(in EM difficult if not impossible to do properly) and they 
can be rapidly evaluated using FFT techniques.

• Euclidean distance is very sensitive to proper 
normalization of the data and small errors will yield 
entirely erroneous results.  It is also more difficult to 
implement.



Poisson distribution of noise

Gaussian distribution of noise, will ruin relative amplitudes

Gaussian distribution of noise

?????

Match histogram of pixel values in 
the background to that of reference 
histogram derived from a 
representative are.

Arbitrary distribution of noise



Data normalization in EM

no-CTF



The alignment problem

Two 2D images:

Three degrees of freedom:

sy

α

sx



f g

Two images are aligned if the least square discrepancy 
between them is minimized:
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CrossCross--
correlationcorrelation

is used as a tool to align (bring into 
register) images that are in 
different orientations.

One of the images is shifted with 
respect to the other, reference 
image, and for each shift position 
the similarity between two images 
is calculated.

A set of similarity values as a 
function of image position is called 
cross-correlation function
(CCF).

The maximum of CCF indicates 
the best mutual orientation 
between a pair of images.




Alignment as a discrete problem
Two 2D images

Translation or rotation can be found effectively
using the Fast Fourier Transform algorithm.
There is no fast method for finding both translation and rotation.

To find translation and rotation we can:

- use exhaustive search (explore all possible orientations)

- use gradient-based methods to move towards best orientation



Methods of 2-D alignment

• Direct alignment in real space
• Direct alignment using 2-D FFT
• Sinograms
• Indirect alignment using autocorrelation 

function
• Alignment using resampling to polar 

coordinates



2-D alignment
Resampling into polar coordinates
around systematically selected centers of the image.



2-D alignment
Resampling into polar coordinates around systematically 
selected centers of the image.

resampleCartesian coords Polar coords 1-D FFTs Fourier-polar
α

1-D ccf yields the 
rotation angle

Center of the resampling 
defines the translation 



Alignment of n images

cij

The distances between all pairs of images have
to be minimized simultaneously.
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Methodology of 2D alignment

Types of alignment problems: 

• A reference image is known or can be easily approximated, and there is only one particle orientation (with 
possible small variations). This case will be called Reference-based alignment.

• A small number of reference images are known or can be easily approximated, and their number is 
known, and particle orientations are well defined (with possible small variations). This case will also be 
called Reference-based alignment.

• An approximation of a reference image is known and there is only one particle orientation (with possible 
small variations). This case will be called Alignment with the reference refinement.

• Reference images are not known, and there is no clear groupings in the data set. This case will be called 
Reference-free alignment.

• Reference images are not known, but the data set can in principle be divided into a number (unknown) of 
homogeneous classes. This case will be called Multireference alignment.



Methods of 2-D alignment of n images
Various iterative schemes have been proposed, including Maximum Likelihood method.

No matter what the claim of the author might be and whether 
the author realizes it or not, 

all methods of 2D alignment of n images try to circumvent the 
problem

that there is no algorithm that would guarantee the optimum 
alignment of n images.



TomographyTomography
historical backgroundhistorical background

1956 - Bracewell reconstructed sun spots from multiple views of the 
Sun from the Earth.

1967 - Medical Research Council Laboratory, Cambridge, England: 
Aaron Klug and grad student David DeRosier reconstructed three-
dimensional structures of viruses.

1972 - British engineer Godfrey Hounsfield of EMI Laboratories, 
England, and independently South African born physicist Allan 
Cormack of Tufts University, Massachusetts, invented CAT (Computed 
Axial Tomography) scanner. Tomography is from the Greek word 
tomos meaning "slice" or "section" and graphia meaning "describing".

1977 – W. Hoppe (Germany) proposed three-dimensional high 
resolution electron microscopy of non-periodic biological structures 
(single particle reconstruction).



Inner heliospheric plasma density

(to 1.5 times the distance of the Earth from the Sun).





Set of 2D slicesSet of 2D slices

3D structure3D structure

To project a 3D structureTo project a 3D structure
is to add densities in slices.is to add densities in slices.++

++

++

ee--

++

Projection



3D reconstruction3D reconstruction(Back Projection)(Back Projection) Full range



Mechanism of projection-backprojection
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Iterative algebraic reconstruction (SIRT)

1. backproject 2. project
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3. calculate errors 
between original data and 
projected structure

4. backproject errors 5. correct the current structure
Repeat steps 2-5



3D reconstruction algorithm can be considered the 
most important element of the single particle 

reconstruction process

Many steps of the process are best understood in terms of 
the 3D reconstruction problem:

• construction of an initial model

• refinement of the structure

• resolution estimation



The problem of 3D reconstruction from projections in 
EM is substantially different from the problem of 

“classical” tomography:

data collection geometry cannot be controlled (random distribution of 
projection directions)

extremely uneven distribution of projection directions, in many cases 
resulting in gaps in Fourier space

extremely low SNR

large errors in orientation parameters, both random and systematic, 
in principle the 3D reconstruction should be a part of orientation 
refinement procedure

number of projection data much larger than the linear size of 
projections



Tomography (reconstruction from projections).

3D
volume in real space

3D
volume in Fourier space

2D
projection in real space

2D
central slice in Fourier space

projection in real space

backprojection in real space
(3D reconstruction)

selection of a central slice 
in Fourier space

interpolation in Fourier space
(3D reconstruction)

inverse
2D Fourier transform

2D Fourier transform3D Fourier transform

Difficult inverse problems, exact inversion does not exist!

inverse
3D Fourier transform



Taxonomy of 3-D reconstruction methods

Direct
(solution obtained after one scan through 

the data)

Iterative
(the structure is “improved” iteratively)

Algebraic

Direct solution of the system of 
equations defined by the projection 
matrix.
Singular Value Decomposition (SVD)
Due to the size of the matrix not used in 
3-D.
CTF makes the problem hopelessly 
complicated

1. Algebraic Reconstruction Technique 
(ART)
2. Simultaneous Iterative Reconstruction 
Technique (SIRT)
Very good results, very slow.
CTF easily incorporated

Filtered 
backprojection

(Fourier space filtration)

1. General Weighted Backprojection
(Radermacher)

2. Exact Filter (Harauz & van Heel)
Require construction of a weighting 

function in Fourier space – no 
exact formula exists.

Reasonably fast, reasonably accurate.
CTF cannot be incorporated

Not used.

Direct Fourier 
inversion

(Fourier space interpolation)

Gridding algorithm (Penczek)
Requires full coverage of Fourier space 
by projection data.
The most accurate method, fast.
CTF easily incorporated.

Not used.



If iterative algorithms are slow and inconvenient, why would 
we want to use them?

The quality of SIRT results surpasses the quality of results 
of other methods, particularly of those based on Fourier 
transform.  Least disturbing artifacts.

SIRT algorithms perform better in “extreme” situations, 
such as uneven distribution of projections, incomplete 
projections (“missing cone”, “missing wedge”), 
reconstruction from few directions.

SIRT algorithms are flexible.  It is possible to incorporate 
additional constraints (positivity, limited spatial support),
a priori knowledge, CTF correction….



Summary

Cryo-EM and single particle reconstruction rely on the 
tomographic effect in the electron microscope.

There is no unique solution to the problem of recovering the 
3D structure from the finite set of its 2D projections.

The quality and speed of 3D reconstruction algorithms differ.  
Generally, the speed and quality are inversely proportional.  
Depending on the data set (presence end level of noise, 
errors, gaps in angular coverage) some algorithms perform 
better than other.



SIRT:  (Gilbert, 1972; Penczek et al., 1992; Penczek et al., 1997; Zhu et al., 1997)

ART:  (Gordon et al., 1970; Marabini et al., 1998)

General Weighting Back-Projection:  (Radermacher, 1992; Radermacher et al., 1986)

Exact Weighting Back-Projection:  (Harauz and van Heel, 1986)

Direct Fourier inversion:  (Penczek et al., 2004)
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